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Abstract

Previous work has shown that intracellular delay needs to be taken into account to accurately determine
the half-life of free virus from drug perturbation experiments [1]. The delay also effects the estimated
value for the infected T-cell loss rate when we assume that the drug is not completely effective [19].
Models of virus infection that include intracellular delay are more accurate representations of the
biological data.

We analyze a non-linear model of the human immunodeficiency virus (HIV) infection that con-
siders the interaction between a replicating virus, CD4+ T-cell and the cytotoxic-lymphocytes (CTL).
We then investigate the intracellular delay effect on the stability of the endemically infected steady
state. Criteria are given to ensure that the infected steady state is asymptotically stable for all delays.
Model analysis also allows the prediction of a critical delay τc below which the effector CTL can play
a significant role in the immune control mechanism even when the basic reproduction number is high.
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1. Introduction

In the last decade, mathematical models have proven to be valuable in understanding the dynamics of the
HIV infection. Many simple mathematical approaches have been developed to explore the relation between
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antiviral immune responses, virus load and virus diversity infections with HIV. Moreover, mathematical
models based on a firm understanding of biological interactions, can provide non-intuitive insights into the
dynamics of host response to infectious agents.

A simple model for the interaction between the human immune system and HIV was developed by
Perelson [24]. Later, Perelson et al. [23] extended this model and studied mathematically the model’s
behavior. It was observed there that the model exhibits many of the symptoms of AIDS seen clinically:
the long latency period, low levels of free virus in the body, and the depletion of CD4+ T-cells. The model
was constructed in the paper by considering four compartments: uninfected cells, latently infected cells,
actively infected cells and free virus. The dynamics of these populations was also described in terms of a
system of four ordinary differential equations.

The discrete and continuous time delays have been incorporated into biological models as proposed in
many previous works [11,14,18,26]. It is well known that, delay-differential equations exhibit much more
complicated dynamics than ordinary differential equations since a delay may cause a stable steady state to
lose its stability and cause the population levels to oscillate. It was proposed by Perelson et al. [26] that there
are two types of delay: a pharmacological delay and an intracellular delay. A pharmacological delay occurs
between the ingestion of drug and its appearance within cells, and an intracellular delay occurs between
the infection of a host cell and the emission of viral particles. Herz et al. [14] showed that the incorporation
of a discrete intracellular delay in a HIV model would substantially shorten the estimate for the half-life
of free virus. Mittler et al. [18] examined a related model and showed that a Gamma-distribution delay
would be more accurate, rather than being discrete. They obtained better estimates for the viral clearance
rate constant by assuming the drug to be completely effective. In a work of Grossman et al. [11], a model
was proposed by introducing a delay in the cell death process, under the assumption that a productively
infected cell died by the first order process. It also incorporated the feature that production of virus was
delayed from the time of initial infection. Later Culshaw and Ruan [7] simplified the model proposed
in the work of Perelson et al. [23] by considering only three components: the uninfected CD4+ T-cells,
infected CD4+ T-cells, and free virus. The reduced model is thus more mathematically tractable, allowing
theoretical analysis using the delay as the bifurcation parameter. A discrete delay was incorporated to the
model to describe the time between infection of a CD4+ T-cell and the release of new viruses as proposed
by Herz et al. [14]. It was shown by Nelson et al. [21], using a model with a discrete infection delay
and constant target cell density, that if the assumption of completely effective drug was relaxed, then the
estimated values of both the viral clearance rate and the rate of loss of productively infected T cells were
affected by the delay when the model was fitted to experimental data.

In this paper, we provide a detailed analytical study of a mathematical model of the interaction between
infective virus, CD4+ T-cells, and CTL, which incorporates a discrete intracellular delay in time between
infection of a CD4+ T-cell and the emission of viral particles on a cellular level as proposed in, say, Herz
et al. [14], Tam [30], Nelson et al. [19], and Culshaw and Ruan [7]. Specifically, we consider the existence
and stability of the infected steady state of the system.

We organize this paper in six sections. In section 2, we describe a background of the HIV infection
and immune control mechanism. We study in section 3 the ordinary differential equation model for this
problem, and in section 4 the model with delay. We present a numerical experiment in section 5. Finally,
in section 6, we make a conclusion based on our theoritical study and numerical results.

2. Background

In this section, we discuss the biological background of the problem to be studied. The material presented
here is taken from [5], [6], [8], [14], [16], [18], [22], [23], [26], [27], and [32].
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It is a well-known fact that viruses are intracellular parasites that depend on the host cell to survive and
duplicate. The host cell can be damaged by the virus or by antibodies, cytokines, natural killer cells, and
T-cells which are essential components of a normal immune response to the virus. The effective antiviral
immune response depends on the amount of virus present, the infected tissues and the chronicity of the
infection [32]. The virus load is an important factor of the release of new viruses. For example, in HIV-1
infections, virus load is correlated with pathogenicity, disease stage, and progression of disease [6, 27].
However, in most virus infections, cytotoxic T-lymphocytes play a critical role in antiviral defense by
attacking infected cells and they are the main host immune factor that limits the extent of virus replication
in vivo and thus determines the virus load [22].

The CD4+ T-cells, the most abundant white blood cells of the immune system (referred to as helper
T-cells) are the main host of HIV. It has been discovered that HIV, although attacking many different cells,
causes the most widespread damage on the CD4+ T-cells by causing their destruction and decline, and
decreasing the ability of the immune system.

In HIV-1 infection, after potent antiretroviral therapy is initiated in patients, the level of free virus in
distinct phases declines. Before initiation of therapy, for patients whose viral load is stationary, there is
a period that lasts anywhere from 6 hours to a few days after initiation of therapy where little change is
noticed in the virus concentration [26]. In this period the viral decay curve is said to have a ‘shoulder’.
The delay or shoulder is believed to be due to a number of processes. First, a pharmacological delay, a
delay associated with the transport and intracellular processing of drug. Second, infected cells continue to
produce virus if protease inhibitors are given but the virus is non-infectious. Thus, the virus concentration
does not fall until there is a decrease in the number of virus producing cells. Third, if a reverse transcriptase
inhibitor is given, cells that have already been infected by the virus and its RNA reverse transcribed, will
continue to go through the set of intracellular events that slowly lead to virus production. After the shoulder,
at the beginning the viral decline is very rapid and then one to two weeks after therapy initiation the rate
of decline decreases [10, 14, 18, 20, 26].

Generally, the CD4 count (normally 1,000 per µl, with a range of 600–1,400 per µl [25]) is a good
indicator for CD4 densities in blood. After HIV enters the body, it targets all the cells with CD4+ receptors,
including the CD4+ T-cells then the gp 120 protein on the viral particle binds to the CD4+ receptors on
the CD4+ T-cell and injects its core. After an intracellular delay the infected cell releases new viruses that
can infect other CD4+ T-cells. The CD4 count falls during primary infection, then returns to near or lower
than normal levels. Eventually, it slowly decreases, taking many years to reach the level of 200 per µl that
characterizes AIDS [3, 25].

3. Ordinary Differential Equation Model

Recently, in a work of Verotta and Schaedeli [31], simple models were developed taking into account the
essential non-linearity of HIV dynamics. These models can be identified from routinely collected HIV-1
clinical data. The models are expressed as a system of differential equations as done when analyzing
phamacokinetics/pharmacodynamic data, and the parameters of the models given viral load data were
estimated by standard methods. Some of the estimated values of these parameters may be found in [2]
and [5]. For example, the average number of virions produced per productively infected cell is 500
virions/cell, while the clearance rate of free virus is estimated at 0.95/day-cell [5]. The models also
incorporate different factors associated with resurgence: the intrinsic non-linear HIV-1 dynamics, drug
exposure and in particular compliance to treatment, and insurgence of resistant HIV-1 strains. However
these models do not incorporate time delay.
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We first describe a simple HIV model proposed in [31] physiologically by using the fact that there is
no difference between infected and non-infected CD4+ T-cells when CD4+ T-cell is routinely counted in
patients (see, for example, [1, 3, 15, 22, 31] for similar alternative models). The dynamic model includes
the interaction of CD4+ T-cells, infective HIV, and cytotoxic-T-lymphocytes, CTLs. We use T , V , and

C to denote the population densities of CD4+ T-cells, infective HIV, and CTLs, respectively. Then
dT

dt
,

dV

dt
, and

dC

dt
denote the rates of change in population densities of CD4+ T-cells, infective HIV, and CTLs,

respectively, at time t . We are led to the following system model proposed by Verotta and Schaedeli [31]

dT

dt
= δ1 − δ2V T − δ3T ,

dV

dt
= δ4V T − δ5V − δ6V C,

dC

dt
= δ7V − δ8C,

where the parameters are: the production rate of CD4+ T-cells (δ1), the death rate of CD4+ T-cells due
to the infection (δ2), the natural death rate of CD4+ T-cells (δ3), the production rate of virus (δ4), and the
death rate of virus (δ5).

We note that the rate constant δ2 accounts for the death of CD4+ T-cells due the direct virus infection
as well as death due to CTLs that become effector (killer) cells in response to the target cells T becoming
infected by the virus V. Thus, this removal rate varies as the product of V and T. Through the destruction
of infected cells before they can release a fresh crop of viruses, the infective virus is then reduced at the
rate δ6VC. The parameter δ7 is the rate of stimulation of CTLs by infective virus, and finally δ8 represents
the natural death rate of CTLs.

We now introduce new parameters,

a1 := δ3, a2 := δ5, a3 := δ1δ4

δ3δ5
, a4 := δ3δ6δ7

δ2δ8
, a5 := δ8

where the parameter a3 represents the basic reproductive ratio for the virus and a4 represents the death rate
of virus due to the immune response. By using these new parameters and introducing new variables

x := δ3

δ1
T , y := δ2

δ3
V, z := δ2δ8

δ3δ7
C,

the differential equations above become

dx

dt
= a1(1 − xy − x),

dy

dt
= a2(a3xy − y) − a4yz, (3.1)

dz

dt
= a5(y − z),

By defining three nonlinear functions

f (x, y, z) := a1(1 − xy − x), g(x, y, z) := a2(a3xy − y) − a4yz, h(x, y, z) := a5(y − z),
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equations (3.1) become

dx

dt
= f (x, y, z),

dy

dt
= g(x, y, z),

dz

dt
= h(x, y, z). (3.2)

A point (x̄, ȳ, z̄) is called a steady state of the system (3.2) if it is a constant solution of the equations

f (x̄, ȳ, z̄) = 0, g(x̄, ȳ, z̄) = 0, h(x̄, ȳ, z̄) = 0. (3.3)

The proof of the next proposition on the steady states of the system (3.2) is elementary so that it will be
omitted.

Proposition 3.1. Suppose a2, a3, a4 > 0

(i) If a3 ≤ 1, then the nonnegative steady state of the system (3.2) is

(x̄0, ȳ0, z̄0) = (1, 0, 0). (3.4)

(ii) If a3 > 1, then the nonnegative steady states of the system (3.2) are that given in (3.4) and

(x̄, ȳ, z̄) =
(

1

z∗ + 1
, z∗, z∗

)
(3.5)

where

z∗ = −1

2

(
1 + a2

a4

)
+ 1

2

√(
1 + a2

a4

)2

+ 4
a2(a3 − 1)

a4
. (3.6)

Now, we consider a region close to the steady state and let

x = x̄ + X, y = ȳ + Y, z = z̄ + Z.

Expanding f, g, and h in Taylor series expansions about (x̄, ȳ, z̄) then retaining only the linear terms
we obtain the following linear system 



dX

dt

dY

dt

dZ

dt




= A


 X

Y

Z


 (3.7)

where A denotes the Jacobian matrix of the model system evaluated at (x̄, ȳ, z̄), that is,

A :=

 −a1(ȳ + 1) −a1x̄ 0

a2a3ȳ a2(a3x̄ − 1) − a4z̄ −a4ȳ

0 a5 −a5


 .

We will study the stability of our model in terms of the eigenvalues of the matrix A (see Plaat [28] for
theoretical background).

Based on the theory of differential equations [28], we know that the steady state of the system (3.7)
where detA �= 0, is stable if no eigenvalue of A has positive real part, and is asymptotically stable if all
eigenvalues have negative real part.
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Proposition 3.2.

(i) Suppose a1, a2, a3, a5 > 0. The steady state (3.4) of the system (3.7) is asymptotically stable if
a3 < 1, and unstable if a3 > 1.

(ii) If a1, a2, a4, a5 > 0 and a3 > 1, then the steady state (3.5) of the system (3.7) is asymptotically
stable.

Proof. We first remark that the characteristic equation of matrix A is given by

U0(λ) = λ3 + (b1 + d1)λ
2 + (b2 + d2)λ + b3 + d3 = 0 (3.8)

where
b1 = a1(1 + ȳ) + a2 + a5 + a4z̄,

b2 = a1(1 + ȳ)(a2 + a5 + a4z̄) + a5(a2 + a4(ȳ + z̄)),

b3 = a1a5(1 + ȳ)(a2 + a4(ȳ + z̄)),

d1 = −a2a3x̄,

d2 = −a2a3(a1 + a5)x̄,

d3 = −a1a2a3a5x̄.

(3.9)

(i) In this case, we substitute the steady state (3.4) into the equations (3.8) and find that the characteristic
equation has the form

(λ + a1)(λ + a2(1 − a3))(λ + a5) = 0.

Therefore, the eigenvalues of matrix A are λ1 = −a1 < 0, λ2 = −a5 < 0 and λ3 = −a2(1 − a3). If
a3 < 1, clearly λ3 < 0, which means that the steady state (3.4) is asymptotically stable. If a3 > 1
then λ3 > 0, we conclude that the steady state (3.4) is unstable.

(ii) Since a3 > 1 the steady state (3.5) exists and z∗ > 0. By the Routh-Hurwitz criterion [9], it follows
that all roots of the characteristic equation (3.8) have negative real parts if and only if

b1 + d1 > 0, b3 + d3 > 0, (b1 + d1)(b2 + d2) − (b3 + d3) > 0. (3.10)

It remains to verify that the conditions in (3.10) are satisfied.

By substituting (3.5) into equations (3.9), one obtains

b1 + d1 = a2 + a5 + a1(1 + z∗) − a2a3

1 + z∗ + a4z
∗,

b3 + d3 = a1a5(1 + z∗)(a2 + 2a4z
∗) − a1a2a3a5

1 + z∗ , (3.11)

β := (b1 + d1)(b2 + d2) − (b3 + d3)

= −a1a5(1 + z∗)(a2 + 2a4z
∗) + a1a2a3a5

1 + z∗

+
[
a2 + a5 + a1(1 + z∗) − a2a3

1 + z∗ + a4z
∗
]

×
[
a5(a2 + 2a4z

∗) − a2a3(a1 + a5)

1 + z∗ + a1(a2 + a5 + a4z
∗)(1 + z∗)

]
.

From (3.6), we can write
a2a3 = a4(z

∗)2 + a4z
∗ + a2z

∗ + a2. (3.12)
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Substituting equation (3.12) into the equations in (3.11) and simplifying, we obtain

b1 + d1 = a1(1 + z∗) + a5, b3 + d3 = z∗a1a5(a2 + a4(1 + 2z∗)),

and
β = a1a

2
5(1 + z∗) + a4a

2
5z

∗ + a2
1(1 + z∗)(a2z

∗ + a4(z
∗)2 + a5(1 + z∗)),

from which we see that condition (3.10) is satisfied. Thus, the steady state (3.5) is asymptotically
stable. �

We now interpret the results of Proposition 3.2 in the biological sense. When a3 < 1, the basic
reproduction ratio for the virus is at a controlled level which means the virus is unsuccessful in escaping
from the specific immune response, CTL. Part (i) of Proposition 3.2 ensures that if a3 < 1 then the virus
is unable to maintain the infection, and will become extinct as time passes. The CD4+ T-cell population
will converge to the ratio δ1/δ3.

Changes in the basic reproduction ratio a3 can have an influential effect on virus load even if the virus
is not close to extinction, because a strong CTL response results in a low virus load. If the virus load (V ) is
sufficiently small, then the total death rate of CD4+ T-cell due to the infection (δ2V T ) is small compared to
the total loss of CD4+ T-cell (δ3T ). Thus, the virus weakly affects the steady state density of CD4+ T-cell.
By this model, patients with weak CTL responses should have a smaller reduction in steady state virus load
than those with strong CTL response. According to the above reason, if the physical parameters (δ1, δ3, δ4,
δ5) can be maintained so that the condition a3 < 1 in Proposition 3.2 (i) is satisfied, for example through
vaccination and post-exposure immunization, then it may be possible to prevent progression towards AIDS.

However, by the second statement of part (i) and part (ii) of Proposition 3.2, if a3 > 1, that is, the basic
reproduction ratio for the virus is not in a controlled range, then the virus can establish an infection and
the uninfected steady state (3.4) loses its stability while the infected steady state (3.5) comes into existence
and is stable. The long asymptomatic period between infection and collapse of the immune system is the
duration required for the virus population to evolve into full blown AIDS.

4. Delay Differential Equation Model

The mathematical model presented in the previous section does not incorporate any time delay in HIV
proliferation. Virus production may lag by an intracellular time delay τ between the infection of a cell and
the emission of viral particles. In many aspects of viral dynamics such a delay may be of no significance.
However, as shown by Nelson and Perelson [20], when the drug efficacy is less than perfect, the intracellular
delay will be of crucial importance. It shall be seen below that incorporation of intracellular delay leads to
insightful interpretation of the analytical results which has important implications on therapeutic options
and drug development.

Nelson and Perelson [20] developed and analyzed a set of models that include intracellular delays,
combination antiretroviral therapy, and the dynamics of both infected and uninfected T cells. It was shown
that when the drug efficacy is less than perfect the estimated value of the loss rate of productively infected
T cell is increased when the data is fitted with delay models compared to the values estimated with a
non-delay model. Their work extended the ability of models to describe the relevant biological process and
addressed the implications of ignoring the intracellular delays that are part of the viral life cycle. However,
their model did not take into account the role of Cytotoxic T Lymphocytes that play an intricate part in the
immunological mechanism as will be seen in our later discussion.

We therefore modify the model given by (3.2) proposed by Verotta and Schaedeli [31]. The new model
assumes a delay, τ , from the time of initial infection until the production of new virus particles. To describe
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the delay in mathematical terms, we define a translation operator as follows. For a real-valued function s

and for τ ≥ 0, we define the translation operator Tτ by

(Tτ s) (t) = s(t − τ), t ≥ 0,

and for notational convenience we let

x1 := Tτx, y1 := Tτy, z1 := Tτz.

We then obtain the new system with delay given by

dx

dt
= a1(1 − xy − x),

dy

dt
= a2(a3x1y1 − y) − a4yz, (4.1)

dz

dt
= a5(y − z).

The term a2a3x1y1 reflects a finite time lag between infection of a CD4+ T-cell and production of new
virus particles in the rate equation for y, which describes the change of the dynamical variable y at time t

that depends on the term evaluated at earlier time t − τ .
System (4.1) is a special case of the general system

dx

dt
= F(x, y, z, x1, y1, z1),

dy

dt
= G(x, y, z, x1, y1, z1), (4.2)

dz

dt
= H(x, y, z, x1, y1, z1),

for functions F , G and H dependent on x, y, z and their delays, with the following identification.

F(x, y, z, x1, y1, z1) := a1(1 − xy − x),

G(x, y, z, x1, y1, z1) := a2(a3x1y1 − y) − a4yz,

H(x, y, z, x1, y1, z1) := a5(y − z).

Note that when a function s is constant, we have the relation

ds

dt
= ds1

dt
, (4.3)

where s1 = Tτ s. Taking this into consideration, we define the steady state for a delay system. A point
(x̄, ȳ, z̄) is called a steady state of the system (4.2) if it is a constant solution of the equations

F(x̄, ȳ, z̄, x̄, ȳ, z̄) = 0, G(x̄, ȳ, z̄, x̄, ȳ, z̄) = 0, H(x̄, ȳ, z̄, x̄, ȳ, z̄) = 0. (4.4)

In the next proposition we consider the steady states of the system (4.1).

Proposition 4.1. If a2, a3, a4 > 0 then the steady state solutions of the system (4.1) is the same as the
steady states of the system (3.2).
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Proof. By equation (4.3), we conclude that

F(x̄, ȳ, z̄, x̄, ȳ, z̄) = f (x̄, ȳ, z̄), G(x̄, ȳ, z̄, x̄, ȳ, z̄) = g(x̄, ȳ, z̄), H(x̄, ȳ, z̄, x̄, ȳ, z̄) = h(x̄, ȳ, z̄).

This implies that systems (4.1) and (3.2) have the same steady states. �

Now, consider a neighborhood close to steady state solutions and let

x = x̄ + X, y = ȳ + Y, z = z̄ + Z, x1 = x̄ + X1, y1 = ȳ + Y1, z1 = z̄ + Z1.

Expanding F , G and H in the Taylor series about the point (x̄, ȳ, z̄), and retaining only the linear terms,
we arrive at

dX

dt
= −a1(ȳ + 1)X − a1x̄Y,

dY

dt
= a2a3ȳX1 + (a2(a3x̄Y1 − Y ) − a4z̄Y ) − a4ȳZ, (4.5)

dZ

dt
= a5Y − a5Z.

Consider solutions in the form 
 x(t)

y(t)

z(t)


 = C0e

λt

where C0 is a constant vector [16]. In this case, we have
 x1

y1

z1


 = e−λτ


 x

y

z


 ,

and the system (4.5) can be rewritten as the linear system


dX

dt

dY

dt

dZ

dt




=

 −a1(ȳ + 1) −a1x̄ 0

a2a3ȳe−λτ a2(a3x̄e−λτ − 1) − a4z̄ −a4ȳ

0 a5 −a5





 X

Y

Z


 .

Let

B :=

 −a1(ȳ + 1) −a1x̄ 0

a2a3ȳe−λτ a2(a3x̄e−λτ − 1) − a4z̄ −a4ȳ

0 a5 −a5




be the coefficient matrix of the linear system with λ being an eigenvalue of the matrix B. Next, we will
investigate the stability of the delay system in terms of the eigenvalues of the matrix B. We recall the
following definition [12].

Definition 4.2. Let (x0, y0, z0) be a steady state solution of

dx

dt
= F(x, y, z, x1, y1, z1),

dy

dt
= G(x, y, z, x1, y1, z1),

dz

dt
= H(x, y, z, x1, y1, z1).
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We say that (x0, y0, z0) is stable if for every ε > 0 there is a δ > 0 such that, for every solution (x, y, z), if

[x(t0) − x0]2 + [y(t0) − y0]2 + [z(t0) − z0]2 < δ2 (4.6)

for some t0 ∈ [t1 − τ, t1], then

[x(t) − x0]2 + [y(t) − y0]2 + [z(t) − z0]2 < ε2

for all t > t1. If (x0, y0, z0) is not stable, we say it is unstable. If (x0, y0, z0) is stable, and if δ can be
chosen so that (4.6) implies that (x(t), y(t), z(t)) → (x0, y0, z0) as t → ∞, we say that (x0, y0, z0) is
asymptotically stable.

From [12], we remark that the steady state (x̄, ȳ, z̄) is stable if no eigenvalue of B has positive real part,
and is asymptotically stable if all eigenvalues have negative real parts. The following analysis follows in
a similar fashion as in the work by Ruan and Wei [29].

Proposition 4.3. Suppose that a1, a2, a3, a5 > 0.

(i) If a3 < 1, then the steady state (3.4) of the system (4.1) is asymptotically stable for τ ≥ 0.

(ii) If a3 > 1, then the steady state (3.4) of the system (4.1) is unstable for τ ≥ 0.

Proof. We first remark that the characteristic equation of matrix B is given by

U(λ) = λ3 + b1λ
2 + b2λ + b3 + (d1λ

2 + d2λ + d3)e
−τλ = 0. (4.7)

When τ = 0, that is, there is no delay, this proposition reduces to Proposition 3.2. It remains to consider
the case when τ > 0.

Substituting the steady state (3.4) into the equation (4.7), we find that the characteristic equation has
the form

(λ + a1)(λ + a2 − a2a3e
−λτ )(λ + a5) = 0.

At the steady state (3.4), matrix B has three eigenvalues λ1 = −a1 < 0, λ2 = −a5 < 0, and λ3

satisfying the equation
λ3 + a2(a3e

−τλ3 − 1) = 0.

To find the location of the eigenvalue λ3, we introduce a function

u(t) := t + a2 − a2a3e
−τ t , t ∈ R.

By differentiation, we obtain
u′(t) = 1 + a2a3τe−τ t ,

which is always positive. We also observe that

lim
t→−∞ u(t) = −∞, lim

t→∞ u(t) = ∞.

Hence, the function u has a unique zero. Note that

u(0) = a2(1 − a3).
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If a3 < 1, we conclude that u(0) > 0 and thus, λ3 < 0. In this case, the steady state (3.4) is asymptotically
stable for all τ > 0. If a3 > 1, we conclude that u(0) < 0 and thus, λ3 > 0. This ensures that the steady
state (3.4) is unstable for all τ > 0. �

Recall that for the system (3.2), the steady state (3.5) is stable for the parameter values satisfying
conditions in Proposition 3.2 (ii). Here, we are interested in determining whether there exists a critical
delay τc > 0 in terms of b1, b2, b3, d1, d2 and d3 so that Re(λ) > 0 for τ > τc. In other words, τc is
the value of τ such that Re(λ) = 0, at which the transition from stability to instability occurs. We will
determine the conditions on the parameters to ensure that the steady state (3.5) of the delay system (4.1) is
still stable by considering equation (4.7) as a complex variable mapping problem.

For the steady state (3.5), if we let λ(τ) = α(τ) + iω(τ), where α and ω are real, then we have
α(0) < 0. By continuity of α, α(τ) < 0 for values of τ such that 0 ≤ τ < τc for some τc > 0. Therefore,
the steady state remains stable for these values of τ . Now, equation (4.7) becomes

b3 + b2α + b1α
2 + α3 − b1ω

2 − 3αω2 + i(b2ω + 2b1αω + 3α2ω − ω3)

+e−τα[(d2ω + 2d1αω) sin ωτ + (d3 + d2α + d1α
2 − d1ω

2) cos ωτ ]
+ie−τα[(d1ω

2 − d3 − d2α − d1α
2) sin ωτ + (d2ω + 2d1αω) cos ωτ ] = 0

(4.8)

Suppose α(τc) = 0 for some τc > 0, and α(τ) < 0 for 0 ≤ τ < τc, then the steady state (3.5) may lose
stability at τ = τc or λ = iω(τc). In fact, iω is a root of equation (4.7) if and only if

− iω3 − b1ω
2 + ib2ω + b3 + (−d1ω

2 + id2ω + d3)(cos ωτ − i sin ωτ) = 0. (4.9)

Equating real parts and imaginary parts of the right side of (4.9) to zero, one obtains

d2ω sin ωτ + (d3 − d1ω
2) cos ωτ = b1ω

2 − b3. (4.10)

d2ω cos ωτ − (d3 − d1ω
2) sin ωτ = ω3 − b2ω, (4.11)

Adding up the squares of (4.10) and (4.11), one obtains

u(ω) := ω6 + (b2
1 − 2b2 − d2

1 )ω4 + (b2
2 − 2b1b3 + 2d1d3 − d2

2 )ω2 + b2
3 − d2

3 = 0. (4.12)

To simplify equation (4.12), we introduce the quantities

m := ω2, p := b2
1 − 2b2 − d2

1 , q := b2
2 − 2b1b3 + 2d1d3 − d2

2 , r := b2
3 − d2

3

Hence, equation (4.12) reduces to

K(m) = m3 + pm2 + qm + r = 0. (4.13)

Lemma 4.4. Let τ > 0. Suppose that equation (4.13) has no positive roots. Then, all roots of equation
(4.7) have negative real parts.

Proof. Since equation (4.13) has no positive roots, any real number ω is not a root of equation (4.12). This
ensures that any real number ω is not a root of equation (4.9). Hence, for any real number ω, the value iω

is not a root of equation (4.7), which implies that there is no τc such that

λ(τc) = iω(τc)
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is a root of equation (4.7). Because of Proposition 3.2, for a root of (4.7) corresponding to τ = 0,
Re(λ(0)) < 0. Since Re(λ(τ )) is a continuous function of τ , we conclude that all roots of (4.7) have
negative real parts. �

We next present conditions that ensure equation (4.13) has a positive root or has no positive roots. To
this end, we differentiate

K ′(m) = 3m2 + 2pm + q

and observe that equation
3m2 + 2pm + q = 0 (4.14)

has the roots

M0 := −p + √
p2 − 3q

3
, M1 := −p − √

p2 − 3q

3
.

Lemma 4.5.

(i) If either (a) r < 0, or (b) r ≥ 0, p2 − 3q > 0, p < 0, and K(M0) < 0, then equation (4.13) has a
positive root.

(ii) If r ≥ 0 and p2 − 3q < 0, then equation (4.13) has no positive roots.

Proof.

(i) Suppose that condition (a) holds, that is, r < 0. Then, we have that K(0) = r < 0. On the other
hand, since

lim
m→∞ K(m) = ∞,

by the intermediate value theorem, equation (4.13) must have a positive root t0, that is, K(t0) = 0.

Now, suppose that condition (b) holds. Since r ≥ 0, p < 0, and p2 − 3q < 0, we find that M0 is
real and M0 > 0. Since K(0) = r ≥ 0 and K(M0) < 0, again by the intermediate value theorem,
K has a zero between the origin and M0.

(ii) Since q >
1

3
p2, both zeros M0 and M1 of K ′ are not real. That is, K ′(m) = 0 has no real root.

Noting that

K ′(0) = q >
1

3
p2 ≥ 0,

we conclude that the quadratic polynomial K ′ is strictly positive on the real numbers. This implies
that K is increasing on the real numbers. Moreover, since K(0) = r ≥ 0, we observe that K(m)

does not vanish for m > 0 and thus, equation (4.13) has no positive roots. �

In addition, Lemma 4.5(ii) implies that there is no ω such that iω is a solution of the characteristic
equation (4.7). Therefore, the real parts of all the eigenvalues of B are negative for all delay τ ≥ 0 .

Summarizing the above analysis we can write down the following theorem.

Theorem 4.6. Suppose that a3 > 1, a1, a2, a4, a5 > 0, r ≥ 0 and p2 − 3q < 0. Then, the infected steady
state (3.5) of the delay system (4.1) is asymptotically stable for all τ ≥ 0.

Proof. Since U(λ) = U0(λ) for τ = 0, by part (ii) of Proposition 3.2, all real parts of eigenvalue of B

are negative. By part (ii) of Lemma 4.5, equation (4.13) has no positive roots. Lemma 4.4 ensures that
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all roots of (4.7) have negative real parts for τ > 0. Therefore, the infected steady state (3.5) of the delay
system (4.1) is asymptotically stable for all τ ≥ 0. �

In the following theorem, let us introduce the Hopf bifurcation theorem (cf., Hassard et al. [13]).

Theorem 4.7. Consider the 3-dimensional autonomous system of differential equations given by

dx

dt
= F(x, y, z, τ ),

dy

dt
= G(x, y, z, τ ),

dz

dt
= H(x, y, z, τ ).

(4.15)

which depends on the real parameter τ . If

(i) F(x̄, ȳ, z̄, τ ) = G(x̄, ȳ, z̄, τ ) = H(x̄, ȳ, z̄, τ ) = 0 for τ in an open interval containing τc, and
(x̄, ȳ, z̄) is a steady state solution of (4.15),

(ii) F, G, H are analytic in x, y, z and τ in a neighborhood of (x̄, ȳ, z̄, τc),

(iii) the Jacobian matrix of (4.15) at (x̄, ȳ, z̄, τ ) has a pair of complex conjugate eigenvalues λ and λ̄ such
that

λ(τ) = α(τ) + iω(τ),

where

ω(τc) = ωc > 0, α(τc) = 0,
dα(τ)

dτ
|τ=τc

�= 0,

(iv) the remaining eigenvalue of the Jacobian matrix at (x̄, ȳ, z̄, τc) has strictly negative real part, then
the system (4.15) has a family of periodic solutions: there is an εH > 0 and an analytic function
τH (ε) = �∞

2 τH
i εi (0 < ε < εH) such that for each ε ∈ (0, εH ) there exists a periodic solution

pε(t) occurring for τ = τH (ε). The period T H(ε) of pε(t) is an analytic function

T H(ε) = 2π

ωc

(1 + �∞
2 T H

i εi) (0 < ε < εH).

Next, we will provide the conditions on the parameters to ensure that the Hopf bifurcation occurs.
Suppose conditions in Lemma 4.5(ia) hold, then equation (4.13) has a positive root. We denote, without
loss of generality the positive roots of (4.13) by mj, j ∈ {0} or j ∈ {0, 1, 2} depending on the number of
positive roots (4.13) has. Equation (4.12), therefore, has at most six roots, ±√

mj for j = 0, 1, 2.
If the solution of the equation (4.9) exists, it is among these ±√

mj for j = 0, 1, 2. If λ = iω is a root
of equation (4.7) so is −iω.

Substituting ωj into equations (4.10) and (4.11) and solving for τ , we obtain

τ
(n)
j = 1

ωj

arcsin

[
d1ω

5
j + (b1d2 − d3 − d1b2)ω

3
j + (d3b2 − b3d2)ωj

d2
2ω2

j + (d3 − d1ω
2
j )

2

]
+ 2π(n − 1)

ωj

where j = 0, 1, 2 and n = 1, 2, . . ..
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Now, let τc > 0 be the smallest of such τ for which α(τc) = 0. Thus,

τc = τ
(nc)
jc

= min{τ (n)
j > 0, 0 ≤ j ≤ 2, n ≥ 1},

ωc = ωjc
.

(4.16)

Theorem 4.8. For the time lag τ , let the critical time lag τc and ωc be defined as in (4.16), and suppose that
3ω6

c + 2pω4
c + qω2

c �= 0 then the system of delay differential equations (4.1) exhibits the Hopf bifurcation
at the steady state (3.5).

Proof. We will show that
dα(τ)

dτ
|τ=τc

�= 0 (4.17)

which guarantees that the Hopf bifurcation occurs. First, we equate real parts and imaginary parts of the
right side of equation (4.8) to zero :

e−τα[(d2 + 2d1α)ω sin ωτ + [d3 + d2α + d1(α
2 − ω2)] cos ωτ ] = (b1 + 3α)ω2 − b3 − b2α − b1α

2 − α3

(4.18)

e−τα[(d1ω
2 − d3 − d2α − d1α

2) sin ωτ + (d2ω + 2d1αω) cos ωτ ] = ω3 − b2ω − 2b1αω − 3α2ω.

(4.19)

We differentiate equations (4.18) and (4.19) with respect to τ and evaluate at τ = τc for which α(τc) = 0
and ω(τc) = ωc. We then obtain

E1
dω

dτ

∣∣∣∣τ=τc
− E2

dα

dτ

∣∣∣∣
τ=τc

= E3 cos ωcτc + E4 sin ωcτc (4.20)

E2
dω

dτ

∣∣∣∣τ=τc
+ E1

dα

dτ

∣∣∣∣
τ=τc

= E3 sin ωcτc − E4 cos ωcτc (4.21)

where
E1 := 2b1ωc + (2d1ωc − τcd2ωc) cos ωcτc + (τcd3 − d2 − τcd1ω

2
c ) sin ωcτc ,

E2 := b2 − 3ω2
c + (d2 + τcd1ω

2
c − τcd3) cos ωcτc + (2d1ωc − τcd2ωc) sin ωcτc ,

E3 := d2ω
2
c and E4 := d1ω

3
c − d3ωc.

By solving equations (4.20) and (4.21) we have

dα

dτ
|τ=τc

= (E1E3 − E2E4) sin ωcτc − (E1E4 + E2E3) cos ωcτc

E2
1 + E2

2

. (4.22)

From equations (4.10) and (4.11), we therefore obtain

cos ωcτc = (b1ω
2
c − b3)(d3 − d1ω

2
c ) + d2ωc(ω

3
c − b2ωc)

d2
2ω2

c + (d3 − d1ω2
c )

2
(4.23)

sin ωcτc = d2ωc(b1ω
2
c − b3) − (d3 − d1ω

2
c )(ω

3
c − b2ωc)

d2
2ω2

c + (d3 − d1ω2
c )

2
. (4.24)
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Substituting equations (4.23) and (4.24) into equation (4.22) we then have

dα

dτ
|τ=τc

= 3ω6
c + 2pω4

c + qω2
c

E2
1 + E2

2

�= 0. (4.25)

Hence, the Hopf bifurcation occurs when τ passes through the critical value τc. �

Corollary 4.9. Suppose a1, a2, a5 > 0 and a3 > 1. For τc and ωc defined as in (4.16), if p ≥ 0, q ≥ 0,
and either Lemma 4.5i (a) or Lemma 4.5i (b) is true, then the system of delay differential equations (4.1)
exhibits the Hopf bifurcation at the steady state (3.5).

Proof. For p ≥ 0 and q ≥ 0 then 3ω6
c + 2pω4

c + qω2
c �= 0. By Lemma 4.5 and Theorem 4.8, the Hopf

bifurcation occurs. �

5. Numerical Results

To show that the intracellular delay can effect the qualitative behavior of the three variables CD4+T-cell(x),
HIV(y) and CTL(z), we conduct numerical simulations to confirm the theoretical predictions discussed in
section 3 and section 4. We first use the values of parameters a1, a2, a3, a4 and a5 that are suggested by
Verotta and Schaedeli [31] to give biologically realistic simulation results.

Example 5.1. To show the qualitative behavior of the three variables CD4+T-cell(x), HIV(y), and CTL(z)
when the basic reproductive rate of the virus is under the control level and the intracellular delay is ignored,
we numerically solve the system (3.2) by using the sixth order Runge-Kutta method with a1 = 0.133,
a2 = 0.85, a3 = 0.278, a4 = 4.56, and a5 = 1.22 (suggested in [31]).

In Figures 1a)–1c), we show the time series of the density of the CD4+T-cells in blood, the density of
HIV in blood, and that of the CTL in blood, respectively. The CD4+T-cell density becomes constant as
time passes, while the HIV density and CTL density both tend to zero.

Figure 1d) focuses on the behavior of the densities of HIV and CTL near the initial point to show the
interaction between virus and immune response.

From the mathematical point of view, the numerical result illustrated in Figure 1 exhibits the same
characteristics as those theoretically predicted in Proposition 3.2(i), that is when a3 < 1 the trajectory
tends to the steady state (1,0,0). From the biological point of view, when a3 < 1, the basic reproductive
rate of the virus is under the control level, then at the beginning of the infection each virus cell produces
on the average less than its decline rate. Hence, the infection cannot spread and finally the virus vanishes
and the CD4+T-cell density becomes constant at δ1/δ3.

Example 5.2. To show the qualitative behavior of the three variables CD4+T-cell(x), HIV(y), and CTL(z)
when the basic reproductive rate of the virus is under the control level and the intracellular delay is
considered, we numerically solve the system (4.1) by using the sixth order Runge-Kutta method with
a1 = 0.133, a2 = 0.85, a3 = 0.278, a4 = 4.56, a5 = 1.22, and τ = 0.1.

Figures 2a)–2c) show the time series of CD4+T-cell density in blood, HIV density in blood, and CTL
density in blood, respectively, for this case. The CD4+T-cell density becomes constant as time passes
while HIV and CTL densities both tend to zero.

Figure 2d) focuses on the behavior of the densities of HIV and CTL near the initial point to show the
interaction between virus and immune response.
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Figure 1: Numerical simulation of the model system (3.2) where parameter values, a1 = 0.133, a2 = 0.85,
a3 = 0.278, a4 = 4.56, and a5 = 1.22, satisfy conditions in Proposition 3.2(i). Figure 1a) shows the time series of
the density of CD4+T-cells which tends to a constant value, while 1b) and 1c) show that of HIV, and that of CTL in
blood, respectively, which tend to zero as time passes. Figure 1d) shows the time series of HIV and CTL densities
near the initial point.

From the mathematical point of view, the numerical result illustrated in Figure 2 exhibits the same
behavior as that theoretically predicted in Proposition 4.3(i), that is when a3 < 1 the trajectory tends to
the steady state (1,0,0). Moreover, we would like to point out that under the same circumstance the delay
effects the densities of the HIV and CTL in blood. As shown in Figure 1d) and Figure 2d) the maximum
densities of HIV and CTL in Example 5.1 are higher and both HIV and CTL densities reach zero faster
than those in Example 5.2. From the biological point of view, when a3 < 1, the basic reproductive rate
of the virus is under the control level, then at the beginning of the infection each virus cell produces on
the average less than its decline rate. Hence, the infection cannot spread and finally the virus vanishes and
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Figure 2: The numerical simulation of the model system (3.2) where a1 = 0.0128, a2 = 3.13, a3 = 2.55, a4 = 7.32,
and a5 = 4.08, which correspond to the case (ii) in Proposition 3.2. Figure 2a) shows the time series of the density
of CD4+T-cells which tends to a constant value while 2b) and 2c) show that of HIV, and that of CTL in blood,
respectively, which tend to zero as time passes. Figure 2d) shows the time series of HIV and CTL densities near the
initial point.

CD4+T-cell density becomes constant at δ1/δ3. Due to the delay between the infection of a CD4+T-cell
and the emission of viral particles on a cellular level, the virus density in blood is low hence the CTL
density in blood is low too. However the infection cannot spread and finally the virus density goes to zero
and CD4+T-cell density reaches constant value δ1/δ3.

Example 5.3. To show the qualitative behavior of the three variables CD4+T-cell(x), HIV(y), and CTL(z)
when the basic reproductive rate of the virus is not under the control level and the intracellular delay
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Figure 3: The numerical simulation of the model system (3.2) where a1 = 0.0128, a2 = 3.13, a3 = 2.55, a4 = 7.32,
and a5 = 4.08, which correspond to the case (ii) in Proposition 3.2. In 3a) the density of CD4+T cells tends to a
constant value, in 3b) and 3c) that of HIV and CTL oscillates before converging to constant values. In 3d) HIV and
CTL densities are shown near the initial point.

is ignored, we numerically solve the system (3.2) by using the sixth order Runge-Kutta method with
a1 = 0.0128, a2 = 3.13, a3 = 2.55, a4 = 7.32, and a5 = 4.08.

In Figure 3c), we show the time series of the density of the CTL in blood, which oscillates before
finally converging to a constant value.

Figure 3d) focuses on the behavior of the densities of HIV and CTL near the initial point to show the
interaction between virus and immune response.

From the mathematical point of view, the numerical result illustrated in Figure 3 exhibits the same
characteristics as those theoretically predicted in Proposition 3.2(ii), that is when a3 > 1 the trajectory
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tends to the steady state (0.73,0.36,0.36). From the biological point of view, when a3 > 1, the basic
reproductive rate of the virus is not under the control level, each virus cell produces on the average more
than its loss rate. In this case, the virus can establish an infection.

Example 5.4. To show the qualitative behavior of the three variables CD4+T-cell(x), HIV(y), and CTL(z)
when the basic reproductive rate of the virus is not under the control level and the intracellular delay
is considered, we numerically solve the system (4.1) by using the sixth order Runge-Kutta method with
a1 = 0.0128, a2 = 3.13, a3 = 2.55, a4 = 7.32, a5 = 4.08, and τ = 0.1.

In Figures 4a)–4b), we show the time series of the density of the CD4+T-cell in blood, and that of the
virus, respectively. Both are seen to become constant as time passes.

In Figure 4c), the time series of CTL density in blood shows oscillation before eventual convergence
to the constant value.

Figure 4d) focuses on the behavior of the densities of HIV and CTL near the initial point to show the
interaction between virus and immune response.

From the mathematical point of view, the numerical result illustrated in Figure 4 corresponds to the
case where the conditions in Theorem 4.8 hold but τ < τc. Although a3 > 1, the trajectory tends to the
steady state (0.73,0.36,0.36). Furthermore, we remark that under the same circumstance without delay, the
densities of HIV and CTL in blood are effected. In Figure 3d), the oscillation frequency is lower and the
amplitude is higher than those in Figure 4d). From the biological point of view, when a3 > 1, the basic
reproductive rate of the virus is not under the control level, each virus cell produces on the average more
than its loss rate. In this case, the virus can establish an infection since the virus density changes very
quickly, so that CTL is not able to get rid of the virus and therefore the infection persists, though it does
not progress to full-blown AIDS.

Example 5.5. When the delay τ is large enough (τ > τc), periodic behavior in all 3 state variables is
predicted in Corollary 4.9. This is confirmed by the numerical solution shown in Figure 5.

6. Discussion and Conclusion

A mathematical non-linear differential equation model for HIV infection and immune response has been
considered. The model has been extended by the inclusion of an intracellular delay effect. As mentioned
by Herz et al. [14], this intracellular delay is of vital importance when the model is used to determine
the half-life of free virus. Delays also affect the estimated value of the infected T-cell loss rate when it is
assumed that the drug is not completely effective, as mentioned by Nelson et al. [19]. We believe that the
delay effect leads to a model that is capable of more realistic physiology associated with a discrete time lag
between the infection of a cell and the emission of viral particles. We refer the readers to [2] for biological
data to compare with our model simulations.

Our goal is to improve the model and determine whether the stability of the steady state of the delay
system (4.1) is effected by the introduction of a discrete time lag. We have analyzed the stability of the
steady states of both model systems with and without delay, and conducted the numerical investigation
to confirm the results. We have also derived the conditions for the existence of a Hopf bifurcation such
that the steady state loses its stability at τ = τc. The question of stability is very important in all physical
applications since we can never measure the initial conditions exactly. Therefore, we are interested in
determining whether the steady states of the model system are stable or not. If the slightest disturbance
completely alters the behavior of the system, then it is impossible to predict the long-term evolution of the
system under consideration. With the parameter values used in the paper by Verotta and Schaedeli [31],
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Figure 4: Numerical simulation of the delay model system (4.1) where parameter values, a1 = 0.0128, a2 = 3.13,
a3 = 2.55, a4 = 7.32, a5 = 4.08, and τ = 0.1, satisfy the requirement in Theorem 4.6. In 4a) the density of CD4+T
cells tends to a constant value, in 4b) and 4c) those of HIV and CTL oscillate before converging to constant values.
In 4d) HIV and CTL densities are shown near the initial point.

our studies show that there does not exist such a critical delay beyond which the steady state would lose
its stability resulting in oscillations.

In the biological sense Proposition 4.3(i) says that the delay will not effect the stability of the steady
state (3.4) as long as the basic reproductive ratio for the virus is under the control level, a3 < 1. Hence,
this will result in virus clearance. CTL kills infected cells before they can produce sufficient amounts of
viral progeny which finally results in the absence of the virus.

If the conditions in Theorem 4.6 are satisfied the infected steady state (3.5) of delay system (4.1) remains
stable and we can conclude that incorporating a discrete intracellular time delay into the system (3.2) does
not change the stability of the infected steady state (3.5). In other words, even if the immune response is



An Intracellular Delay-Differential Equation Model of the HIV Infection 95

Figure 5: Numerical simulation of the model system (3.2) showing sustained oscillation in the CD4+T-cell count
and viral load as theoretically predicted in Corollary 4.9. Here, a1 = 0.0128, a2 = 7.0, a3 = 2.55, a4 = 0.0001,
a5 = 4.08, and τ = 5.

maintained, virus persists. However the virus may persist without causing disease if the immune system
is strongly responsive. This case keeps CD4+T-cell, viral load, and the immune responses low.

However, if Theorem 4.8 holds then the stability of the infected steady state (3.5) of delay model (4.1)
depends on the delay value and the delay can induce oscillation in the number of CD4+ T-cells, HIV, and
CTL. If the number of CD4+ T-cells is lower than 200 per µl, the virus may escape the control of the CTL
and then full blown AIDS results but if the CD4+ T-cell wins out then the virus population is annihilated.

We would like to mention that these models focus on HIV infection and immune response which is in
reality more complicated due to the fact that HIV mutates into many different forms over time. However,
our model is able to provide a predictive value of the critical delay τc beyond which the system stability
is lost, something that a more complicated, and more mathematically untractable, model will not allow.
The existence of τc essentially implies that if the virus does not take too long (low delay τ ) between cell
infection and emission of viral particles, then the viral proliferation can be kept at a manageable level. This
might sound unreasonable on the surface, but we can attribute this effect to the role of the CTL which has
been incorporated into our model. If, say, the amount of virus is perturbed to be above the steady state level,
the rate of production of CTL will increase and killing rate of virus by CTL will subsequently increase.
This results in a drop in the virus load. If the virus takes a long time to mature in the host cells (τ > τc), the
viral depletion may continue till a low level is reached. CTL’s action is then correspondingly low, allowing
time for the virus to regenerate. In the case that a3 > 1, the high basic reproduction ratio means that the
viral load can increase very quickly. If the emission of new viral particles from host cells now occurs at the
appropriate time, then virus load can increase very quickly and overshoots the previous high level. This
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Figure 6: Time series of x (CD4+T-cell count), and y (viral load) characteristic of a) progression to full blown
AIDS, a1 = 0.0128, a2 = 3.13, a3 = 2.55, a4 = 0.362, a5 = 4.08, τ = 0.1, and b) a long-term nonprogressor,
a1 = 0.005, a2 = 0.2, a3 = 7.0, a4 = 0.5, a5 = 0.03, τ = 0.1. In 6a) the C44+T cell count drops to very low
level while the viral load increases after the latent period to develop to full blown AIDS. In 6b) the CD4+T cell count
retain a constant level while the viral load remains low in a long-term non-progressor.
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leads to oscillation in the density of infective virus, and for high enough a3 and appropriately high delay
τ , the quick surges of viral load in an unbounded fashion can eventuate, characteristic of full-blown AIDS.

On the other hand, if the emission delay can be kept small, the action of CTL is responding to the level
of virus density that reflects more or less the current situation, with very small inherent delay, then our
immune response mechanism will be able to keep the infection at a steady level, perhaps as a long-term
nonprogressor, eventhough it cannot be completely eradicated, if ȳ is not too high and x̄ is not too low.

Figure 6a) shows the time series of the CD4 count and viral load in the case where the reproduction
ratio a3 is not too high and a4 is not too low. The viral load peaks in the first few days then drops and
bottoms out, reaching and remaining at the relatively low steady state value for all subsequent time. The
CD4 count in this case remains sufficiently high. This is then characteristic of a long-term non-progressor.

Figure 6b), however, shows the case in which a3 is high and a4 is very low indicative of an inefficient
immune system. The number of CD4 initially drops sharply then slowly increases, maintaining a level
that is not too low during the dormant period. The viral load, after the initial surge and a dormant period,
starts to increase while the CD4 count sharply decreases, dropping to a level which is too low (less than
about 200 per ml). This is then the case in which progression to full blown AIDS can be expected, and the
patient can succumb to opportunistic infection.

The above analytical interpretation has important implications in our attempts at therapy as well as drug
development. If the emissions of viral particles from the host cells could be tuned and the killer cells CTL
can somehow be effectively controlled, then it has been suggested by our model analysis that a patient’s
immunological system could be assisted in winning over the battle. Such valuable insights can be gained
from theoretical analysis of a model that has been kept from being too complicated. In so doing, we have
traded off the accuracy that might be gained from a larger model that considers more variable factors and
compartments, and this will be a subject for our future endeavor.
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