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Resumen: Presentamos resultados sobre una forma de selección de términos con fi-
nes de categorización de textos. Usamos el punto de transición, esto es, la frecuencia
de un término en un texto o colección de textos que divide en dos a los términos: los
de alta y baja frecuencia. Se tomaron porcentajes de términos basados en valores
de su frecuencia entre documentos, la ganancia de información y la prueba χ2. El
desempeño de la categorización, entrenando el algoritmo de Rocchio con estos térmi-
nos, fue comparado con un recorte hecho a la cantidad de términos en función de su
frecuencia comparada con el punto de transición de la colección de entrenamiento.
En un experimento, aplicado a la categorización de textos en español, fueron usados
los mencionados criterios de selección y se observó una disminución de términos,
manteniendo al menos el mismo desempeño. En nuestro experimento, el mejor de-
sempeño lo obtuvo la selección basada en los valores de frecuencia de términos entre
documentos combinada con el punto de transición.
Palabras clave: punto de transición, selección de ı́ndices, categorización de texto.

Abstract: Preliminary results on a way to reduce terms for text categorization are
presented. We have used the transition point; a frequency which splits the words of a
text into high frequency words and low frequency words. Thresholds outcoming from
document frequency of terms, Information Gain and χ2 were tested in combination
with the transition point. A text categorization experiment based on Rocchio’s met-
hod showed that selecting terms whose frequency is lesser than the transition point
discarded noise terms without diminishing the categorization task performance. In
our experiment, the best result was for term selection based on document frequency
of terms threshold in combination with the transition point as a cut.
Keywords: transition point, term selection, text categorization.

1. Introduction

Text Categorization (TC), the automated
assignment of texts into predefined catego-
ries, is a problem in the supervised learning
paradigm (Sebastiani, 2002). Several met-
hods for TC have been proposed as Roc-
chio’s algorithm, nearest neighbor, and sup-
port vector machine (Rocchio, 1971)(Lam
and Ho, 1998)(Yang and Liu, 1999), among
others. The whole of methods require to se-
lect the best terms as means to optimize ti-
me and memory space (Rogati and Yang,
2002)(Yang and Pedersen, 1997). Besides,
term weighting is also an important issue
related to feature reduction (Xue and Sun,
2003).

Vector Space Model (VSM) is a frame-
work to weight terms that occur in texts.
However, the high volume of features gene-
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rated in this model leads to use thresholds
applied to the terms’ wights in order to di-
minish the high dimensionality of the terms
space. The weights determined in VSM are
mainly supported by the number of appea-
rances of a term in the text (term frequency
of k: tfk) and the number of documents that
use a term (document frequency: dfk). Terms
with high dfk do not help to discern among
several texts (due to similar weights of the
most texts). Similarly, terms with low dfk

(rare terms) commonly introduce noise when
they are considered. G. Salton et. al. (Salton,
Wong, and Yang, 1975) empirically showed
that terms k such that dfk /∈ [m/100,m/10]
(where m is the number of documents) are
poor terms for the purpose of distinguishing
between documents. In contrast, terms which
satisfy dfk ∈ [m/100,m/10], called discrimi-
nant terms, disperse vectors that represent
documents. Thus, using discriminant terms



is easier to identify documents. This result
permits to reduce the dimension of space up
to 25 %. On the other hand, application of
thresholds on dfk achieves vector space di-
mension reduction near 20 % (Xue and Sun,
2003).

Salton’s et. al. empirical fact on dfk mo-
tivates the exploration on medium fequency
words. The underlying hypothesis is that
terms of medium frequency have usually high
semantic content. The accomplished test, in
the present work, tries to observe the effect
of using discriminant terms in order to ma-
ke clear which terms are more important in
TC task. In our experiment the selection of
medium term frequency is faced through the
transition point. R. Urbizagástegui (R. Ur-
bizagástegui-Alvarado, 1999) carried out an
experiment identifying on a text terms of
medium frequency, those around the tran-
sition point (TP). TP is the frequency of a
term which splits terms into high frequency
terms and low frequency terms. TP is clo-
sely chosen to a frequency for which there is
only one term (R. Urbizagástegui-Alvarado,
1999). As we will see, the law for low fre-
quency of words, due to A. Booth (Booth,
1967), is the basis to calculate TP. We will
show that the use of TP as a cut criteria may
help to discard noise features on term selec-
tion.

Then, we present the results of using TP
as an additional criteria to the well known
techniques of chi-square and information gain
thresholding (Yang and Pedersen, 1997)(Ro-
gati and Yang, 2002) applied to terms selec-
tion in order to the Spanish texts categoriza-
tion task.

The following two sections explain some
details about discriminant value and transi-
tion point background. The fourth section of
this work presents the experiment accomplis-
hed. At the end, we provide the conclusions
reached in this work.

2. Discriminant Value

Given a document collection
{D1, . . . , Dm}, Di is represented by a

vector ~Di = (di1, . . . , diN ) where its compo-
nents are defined by weights of the terms
contained in Di: dik = tfik · idfk, where tfik

is the term frequency k into the document
Di, and idfk is defined as:

idfk = log2(m) − log2(dfk) + 1; (1)

dfk denoting the number of documents that
contain the term k. Similarity of two docu-
ments is taken as the cosine of the angle bet-
ween the corresponding vectors.

The discriminant value of a term k, dvk,
is defined as the difference Qk − Q, where
Q measures the document density on the full
collection. Density is computed using the cen-

troid of the collection, ~C:

Q =
m

∑

i=1

sim( ~C, ~Di). (2)

The Qk value is obtained regarding on vectors
all terms except k. Thus, the higher dvk the
more density without k or, the higher dvk the
higher dispersion with k. Terms with high dvk

are preferred because such terms make easier
the identification of documents.

Salton et. al. (Salton, Wong, and Yang,
1975) carried out an experiment to identify
discriminant terms, i.e. terms with high dv.
Experiment was as follows: discriminant va-
lue average on terms with same df value
(df -class) was calculated, such values were
ranked on dv, and finally, in order to iden-
tify best terms, pairs (df, rankdv) were plot-
ted. As we have said terms k which satisfy
dfk ∈ [m/100,m/10] have high dv.

3. Transition Point

Let T be a text (or a set of texts). Let us
consider the list of the words that occur in T
ordered by its frequencies. The top word of
this list has rank 1, and succesively the words
are enumerated. Let us denote with p(r) the
probability that a word has rank r. If T has
N words, then a word w with rank r and
frequency f should hold: Np(r) = f . From
Zipf’s observations (Booth, 1967) it may be
stated that if a word holds:

2 > Np(r) ≥ 1, (3)

then such word occurs in the text (or texts)
with frequency 1. Zipf’s Law suggests that
p(r) = k/r, where k is a constant linked to
the text T . Then, we have

2 > Nk/r ≥ 1. (4)

From equation 4 we could say that there exist
two values, minimum and maximum rank:

rmin =
1

2
kN rmax = kN, (5)



that includes the words with frequency 1.
If I1 denotes the number of words with fre-
quency 1, then I1 = rmax − rmin. This leads
to

I1 =
1

2
kN. (6)

The same reasoning used to derive I1 can be
followed for In, the number of words with fre-
quency n, which gives:

In =
1

n(n + 1)
kN. (7)

From the equations 6 and 7 it is possible to
obtain a valid ratio for any text:

In/I1 = 2/n(n + 1). (8)

Now, it is chosen a frequency n such that
In = 1; because we are interested on medium
frequency terms. Thus, from the previous ra-
tio, n(n+1) = 2I1, the transition point is de-
fined as (R. Urbizagástegui-Alvarado, 1999)

n = (
√

1 + 8I1 − 1)/2. (9)

As we can see, TP calculation requires only
scanning the full text in order to find I1,
which can be done in O(N), where N is the
number of terms.

Using a 25 % bandwith around the transi-
tion point, good results on key word identi-
fication were reported in (R. Urbizagástegui-
Alvarado, 1999).

4. Performed Test

The texts used in our experiments are
Spanish news downloaded from the newspa-
per La Jornada (year 2000). We preprocess
the texts removing stopwords, punctuation
and numbers, and stemming the remaining
words by means of a Porter’s stemmer adap-
ted to Spanish. We have used a total of 1,449
documents belonging to six different classes
(culture (C), sports (S), economy (E), world
(W), politics (P) and society & justice (J))
for training and two test data sets (see Table
1). We only used one label setting (i.e., each
document was assigned in only one class).

In order to know the behavior of TP on
dispersion we carried out a similar dv com-
putation as Salton et. al.’s one described in
sec. 3. In this case we used tfk instead of dfk.
Computation was as follows. We calculated
dv value for a sample (1,563 terms) from the
whole of training set terms (14,190 terms),

in order to know the influence of TP on text
dispersion. The sample covered the 636 df -
classes (see section 2). For each term of this
sample dv was determined, in a similar man-
ner as in Salton et. al.’s experiment, the pair
(tfk, rankdvk

). Such pairs were plotted with
a smoothed polygon by a quadratic curve
of Bézier (see fig. 1). Smoothing was done
to clearly see the curve tendency. The curve
shows that terms k whose tfk ∈ [10,TP] have
high dv. On the basis of this result, TP was
used as a cut for some term selection met-
hods.

In order to know the effect of TP as an
additional criteria of selection we used three
term selection methods (as they are presen-
ted in (Yang and Pedersen, 1997)): Document
Frequency (DF), Information Gain (IG), and
χ2 (CHI); maximum value per term was used
on CHI. In the following, let us denote the
training documents set by D, the dimension
of the feature space by V , the number of do-
cuments in the training set by N , and let
{ck}

M
k=1

be the set of categories. Term selec-
tion methods are described as follows:

Document Frequency (DF). The do-
cument frequency of term ti is the number
of documents in D in which ti occurs. It is a
simplest but effective global function for fea-
ture selection and easily scales to a large data
set with linear computation complexity.

Information Gain (IG). Information
gain of a term measures the number of bits of
information obtained for category prediction
by the presence or absence of the term in a
document. The information gain of a term ti

is defined as

IGi = −
M
∑

k=1

P (ck) log P (ck)

+P (ti)
M
∑

k=1

P (ck|ti) log P (ck|ti)

+P (ti)
M
∑

k=1

P (ck|ti) log P (ck|ti)

the probabilities are interpreted on an event
space of documents, and are estimated by
counting occurrences in the training set.

χ2 Statistic (CHI). It measures the lack
of independence between the term and the
category. It is defined to be

CHI(ti, ck) =
N × (AD − CB)2

E
(10)



where E = (A+C)×(B+D)×(A+B)×(C+
D), and A is the number of documents that
contain ti, B is the number of documents that
do not belong to ck and have term ti, C is the
number of documents that do not contain ti,
D is the number of documents that do not
belong to ck and contain ti. CHIik has value
zero if ti and ck are independent.

We use the TP as cut for term selection.
Terms whose value of methods referred above
(DF, IG and CHI) is highest are mantained
comparing its frequency with TP; it must be
lesser than TP.

TC was accomplished using global Roc-
chio’s method on two test sets. Rocchio’s
method adapted for TC calculates a prototy-
pe vector ~ck = (w1k, . . . , wNk) for each cate-
gory, the weight wik of ti in the category ck

is a combination of the weight in relevant do-
cuments belonging to ck, and the weight in
non-relevant documents that do not belong
to ck. This weight is computed as:

wik =
β

|Rk|

∑

dj∈Rk

wij −
γ

|NRk|

∑

dj∈NRk

wij

(11)
where wij is the weight of ti in document
dj , Rk specifies the relevant documents to
ck, and NRk the non-relevants documents to
ck. In eq. 11 β and γ are parameters that
control the importance of relevance of docu-
ments. We used β = 16, γ = 4, as suggested
in (Lewis, 1996).

To evaluate the effectiveness of category
assignments by classifier to documents, the
standard precision, recall and F1 measure are
used here. Precision is defined to be the num-
ber of categories correctly assigned divided
by total number of categories assigned. Re-
call is the number of categories correctly as-
signed divided by the total number of cate-
gories that should be assigned. The F1 mea-
sure combines precision (P ) and recall (R)
with an equal weight in the following form
F1 = 2RP/R + P . There scores can be com-
puted for the binary decisions on each indivi-
dual category first and then be averaged over
categories. Or they can be computed globally
over all the N ·M binary decisions where N is
the number of total test documents, and M
is the number of categories in consideration.
The former way is called macroaveraging and
the latter microaveraging. We have evalua-
ted microaveraging F1, since it is almost pre-
ferred to macroaveraging (Sebastiani, 2002).

We have performed our term selection expe-
riments with the Rocchio classifier. In the-
se experiments we have compared three ba-
seline feature selection methods, i.e. DF, IG
and CHI. Table 2 lists the F1 values for Roc-
chio with different term selection techniques
at different percentages of terms (the num-
ber of different terms in the training set is
14,190).

5. Conclusions

Table 2 displays the performace, microa-
verage on F1, of the classification task. Tests
was done on data set1 and data set2 (see ta-
ble 1), with Rocchio’s algorithm using three
term selection methods: DF, IG and CHI (co-
lumns 3, 4 and 5 of table 2), and using TP as
a cut on terms selected by the same methods,
namely: DFcut, IGcut and CHIcut (columns
6, 7 and 8). Terms were ranked according to
values given by DF, IG and CHI, and from
such lists were taken several percentages (in-
dicated in column 1 of table 2). The number
of terms using TP-cut diminished, except for
IGcut. Terms selected by IG were not affec-
ted by TP-cut, due to the fact that informa-
tion gain gives higher values to less frequent
terms and, therefore, frequency of such terms
is lesser than TP. We see slight differences
between results of DF and CHI without cut
and using TP-cut, respectively; but they have
not statistical difference (Z = 0,007 for DF
and Z = 0,008 for CHI, using p-test (Yang
and Liu, 1999)). Furthermore, F1 for DFcut
increases more rapidly than CHIcut and uses
a lower quantity of terms. We can conclude
that selecting terms whose frequency is lesser
than TP is a useful criterion in term selection
methods for text categorization.

So, TP is a promising criterion for term
selection. However, it is still necessary to use
several text collections, as Reuters, and dif-
ferent methods of classification, to validate
the power of TP in text categorization tasks.
An advantage of TP is that it can be easily
computed; saving effort to reduce features in
combination to other feature selection met-
hods which are, generally, more expensive.
Additional test may also help to know con-
tribution of TP and dv on feature reduction;
particularly criteria which take advantage on
dispersion into vector space, and properties
of informative content of terms.
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Figura 1: Rank of discriminant values for tfk.

Categories C S E W P J
Training data No. of documents 104 114 107 127 93 91

No. of terms 7,131 4,686 3,807 5,860 4,796 4,412
Test data set1 No. of documents 58 57 69 78 89 56

No. of terms 5,228 3,285 3,235 4,611 4,647 3,774
Test data set2 No. of documents 83 65 61 51 90 56

No. of terms 6,349 3,799 2,793 3,611 4,879 3,778

Cuadro 1: Training and testing data.

% terms # terms DF IG CHI DFcut/#terms IGcut/#terms CHIcut/#terms
1 142 0.616 0.491 0.705 0/0 0.491/142 0.622/82
3 426 0.702 0.491 0.738 0.695/274 0.491/426 0.723/366
5 710 0.750 0.487 0.756 0.750/558 0.487/710 0.743/650

10 1,419 0.777 0.551 0.781 0.788/1,267 0.551/1,419 0.775/1,359
15 2,129 0.777 0.633 0.782 0.798/1,977 0.633/2,129 0.779/2,069
20 2,838 0.782 0.624 0.786 0.813/2,686 0.624/2,838 0.787/2,778
25 3,548 0.788 0.622 0.795 0.811/3,396 0.622/3,548 0.795/3,488
50 7,095 0.795 0.752 0.798 0.824/6,943 0.752/7,095 0.804/7,035

Cuadro 2: Microaveraged F1 for Rocchio ba-
sed on average of tests for set1 and set2.
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