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Abstract. This paper presents a novel term selection method cdilgdnce to
transition point(DTP) that is equally effective for unsupervised and suised/
term selection. DTP computes the distance between thedneguwf a term and
thetransition point(TP) and then, by using this distance as a criterion, it $&lec
the terms more close to TP. Experimental results on Spaexss show that fea-
ture selection by DTP achieves superior performancdaoument frequency
and comparable performance itformation gainand chi-statistic Moreover,
when DTP is used to select terms in an unsupervised politypitoves the per-
formance of traditional classification algorithmgh ak-NN and Rocchio.
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1 Introduction

The rapid growth in the volume of text documents availabéztebnically has led to
an increased interest in developing tools that allow ogatéxtual informationText
categorization(TC), which is the classification of text documents into & aepre-
defined categories, is an important task for handling am@dmizing textual informa-
tion. Since building text classifiers manually is diffitand time consuming, the dom-
inant approach to TC is based amachine learningechniques [10]. Within this ap-
proach, a classification learning algorithm automatichlilds a text classifier from a
set of preclassified documentdyaining set

In TC a documentd, is usually represented as a vector of term weights
di=(wy,... W), whereV is the number of terms (the vocabulary size) that occur in the
training set, andy; measures the importance of tetifor the characterization of doc-
umentd;. However, many classification algorithms are computatilgrhard, and their
computational cost is a function & [2]. Hence feature selectioifFS) techniques are
used to select a subset from the original term set in ordenpwdve categorization ef-
fectiveness and reduce computational complexity. In [/2] FS methods were tested:



document frequengyinformation gain chi-statistic mutual informationand term
strength The first three were found the most effective. For that seahey will be
tested in this paper.

A widely used approach to FS is tliidering, which consist in selecting the terms
that score highest according to a criterion that measueesrtportance of the term for
the TC task [4]. There are two main policies to perform terfec®n: anunsuper-
visedpolicy, where term scores are determined without using atggory informa-
tion, and asupervisedgolicy, where information on the membership of training uloc
ments is used to determine term scores [5].

In this paper we present a new term selection method cadilgtdnce to transition
point (DTP), which can be used for both unsupervised and supértesen selection.
DTP computes the distance between the frequency of a terntharichnsition point
(TP), i.e., the frequency that splits the terms of a text (segof texts) into low fre-
guency terms and high frequency terms. In the case of ungspdrpolicy, DTP cal-
culates TP using all training documents, whereas in the absepervised policy, DTP
calculates TP using the training documents belonging taeaifip category. We report
experimental results obtained on Spanish texts with twesdfiaation algorithmsk-
NN and Rocchio, three term selection technigukxcument frequendypF), informa-
tion gain (IG) andchi-statistic(CHI), and both unsupervised and supervised term se-
lection by DTP.

The paper is organized as follows. Section 2 briefly inticefuthe term selection
methods (DF, IG and CHI). Section 3 presents the details ®fXfP term selection
method for both unsupervised and supervised policiesidedtdescribes the classifi-
ers and data used in the experiments. Section 5 presentxmeniraents and results.
Section 6 concludes.

2 Term Selection M ethods

In this section we give a brief introduction on three effeetS techniques, one unsu-
pervised method (document frequency) and two supervisedads (information gain
and chi-statistic). These methods assign a score to eaurated then select the terms
that score highest. In the following, |I& be the training setN the number of docu-
ments inD, V the number of terms D, andC={c,,...,G\} the set of categories.

Document Frequency (DF). The document frequency of a temnis the number of
documents in which this term occurs [9]. DF is a traditioreit selection method
that does not need the category information. It is the sistplechnique and easily
scales to a large data set with a computation complexitycequpiately linear in the
numberN [12].

Information Gain (IG). Information gain of a ternt measures the number of bits
of information obtained by knowing the presence or absefideio a document. If;
occurs equally frequently in all categories, then its I1G .isTBe information gain of
termt; is defined as



IG(f,-):D—f P(c,)logP(c,) ©)

+P(t,) f P(c.|t;)log P(c,|t,)

+P(t:>k2_1 P(c,|T)log P(c,t;)

whereP(cy) is the number of documents belonging to categmmgivided byN, P(t) is

the number of documents with tertndivided by N, P(cdt) is the number of docu-
ments belonging tax with t; divided by the total number of documents withThe
computation includes the estimation of the conditionabplulities of a category giv-
en a term, and the entropy computations in the definitiore probability estimation
has a time complexity ob(N) and the entropy computations has a time complexity of
O(VM) [12].

Chi-Statistic (CHI). The chi-statistic method measures the lack of indeperaenc
between the term and the category. If tetnand categoryck are independent, then
CHIis 0. In TC, given a two-way contingency table for eacimtérand categoryx (as
represented in Table 1), CHI is calculated as ¥adlo

N(ad—cb) ©)

cHI(zl.,ck)=<a+c)(b+d)(a+b)(c+d)

wherea, b, ¢ andd are the number of documents for each combinatiorcgf, ¢,

and Z; , t_, . In order to get a global scoi@HI(t) from CHI(t, c.) scores relative to
the individual categories, the maximum score
CHImax(tl-)Zmax,ﬁl{CHI(tl-,ck)} is used. The computation of CHI scores

has a quadratic complexity, similar to 1G [12].

Table 1. Two-way contingency table

Category/Term t fl
C, b
C, c d

Yang and Pedersen [12] have shown that IG and CHI are the nffestiee FS
methods fork-NN and LLSF classification algorithms. Term selectiondth®n DF
had similar performance to IG and CHI methods. The lattaultesgems to states that
the most important terms for categorization are those tbatromore frequently in the
training set.



3 Distanceto Transition Point

Our term selection method DTP is based on TP. TP is derivad free Law of Zipf
[1],[11],[14], and is the frequency that splits the termsadExt (or a set of texts) into
low frequency terms and high frequency terms. In [11] it wasesved that TP indic-
ates the frequency around which there keg wordsof a text. In our previous experi-
ments [7] we found that performance of categorization carsllghtly increased if
terms that occur more often than TP are disregarded. In #gerpTP is used to meas-
ure the importance of the term for the categorization taskhSneasure is an inverse
function of the distance between the frequency of a term hedl®; when the fre-
guency of a term is identical to TP, the distance will be zproducing a maximum
closeness score. Throughout the rest of this section weidesbe computation of TP
and the details of DTP for both unsupervised ameéstsed policies.

The computation of TP is performed as follows. Oebe a text (or a set of texts),
and letl, be the number of terms with frequency 1. Then according td tHd trans-
ition pointof T is defined as

TP=(\V1+8I,—1)/2 0)

As we can see, TP calculation only requires scanning thebubagy of T in order to
find 1, (for more details on TP see [11] and [8]).

DTP unsupervised. DTP computes the distance to TP in the unsupervised policy
as follows

DTP(t,)=|TP— frq(t,)| ©)

wherefrq(t) is the frequency of; in D (D is the training set) and@P is computed on
D. The computation has a time complexityQt¥/).

DTP supervised. In the case of supervised term selection, DTP uses theagteg
information

DTP(t,,c,)=|TP,— frq,(t,) )

wherefrgy (1) is the frequency of in Dy (D« is the set of training documents belonging
to a specific categorg) and TP is computed orD.. As the globalization technique
we have choseDTPn. because, in preliminary experiments [8], it consistently-o
performed other globalization techniques. The computatioludes the calculation of
the TP for each category and has a time complexit@@fM).

DTP (whose use as a FS function was first proposed in [8]ctetbe terms more
close to TP. In FS we measure how close the frequency of a techTR are to ea-
chother. Thus the terms with the highest value for DTP arentbee distant to TP;
since we are interested in the terms less distant, we saket¢etms for which DTP is
lowest. Our experiments presented in Section 5 show thapéhi®rmance of tradi-
tional classification algorithms (such &NN and Rocchio) is outperformed by term
selection with DTP.



4 Classifiersand Data

In order to assess the effectiveness of FS methods we useddssifiers frequently
used as a baseline in T&NN [13] and Rocchio [3], both treat documents as term
vectors.

k-NN is based on the categories assigned tdkthearest training documents to the

new document. The categories of these neighbors are wdigbkteg the similarity of
each neighbor to the new document, where the similarity iasuesd by the cosine
between the two document vectors. If one category belongauitiple neighbors,
then the sum of the similarity scores of these neighborsdasathight of the category
[2],[10],[23]. Rocchio is based on the relevance feedbdglréghm originally pro-
posed for information retrieval. The basic idea is to cangta prototype vector for
each category using a training set of documents. Given gaatethe vectors of docu-
ments belonging to this category are given a positive weight the vectors of re-
maining documents are given a negative weight. By addinggtipesitively and negat-
ively weighted vectors, the prototype vector of this catgge obtained. To classify a
new document, the cosine between the new document and ypetoector is com-
puted [6],[10],[13].

The texts used in our experiments are Spanish news dowmdade Mexican
newspapeta Jornada We preprocess the texts removisippwords punctuation and
numbers, and stemming the remaining words by means of arBatemmer adapted
to Spanish. Term weighting was done by means of the staria@fdfunction [9]. We
have used a total of 1,449 documents belonging to six diffezategories (C: Culture,
S: Sports, E: Economy, W: World, P: Politics, J: Society &tihey for training and
two testing sets (see Table 2). We only managed one labglgdte., each document
was assigned in only one category.

Table 2. Training and testing data

Categories C S E w P J

Training data No. of documents 104 114 107 127 93 91
No. of terms 7,205 4,747 3,855 5,922 4,857 4,458

Test data set 1 No. of documents 58 57 69 78 89 56
No. of terms 5301 3,333 3,286 4,659 4,708 3,411

Test data set 2 No. of documents 83 65 61 51 90 56
No. of terms 6,420 3,855 2,831 3,661 4,946 3,822

To evaluate the effectiveness of the classification of doeots by classifier, the
standard precision, recall aftd measures were used. Precision is the number of docu-
ments correctly classified, divided by the total number @éuiments classified. Recall
is the number of documents correctly classified, dividedhs/total number of docu-
ments that should be classified. TRemeasure combines precisioR)@nd recall R)
as follows: F, = 2RP/(R+P). These values can be computed for each individual cat-
egory first and then be averaged over all categories. Ordamybe globally computed



over all the categories. These strategies are respectiedliyd macroaveragingand
microaveragedSame as [10], we evaluated microaveradgeq (

5 Experiments

We performed our FS experiments with bothk-AIN classifier (usingk = 30), and a
Rocchio classifier (wher@ = 16 anda = 4 as used in [6]). In these experiments we
compared three baseline term selection techniques: DFntECH ., and two vari-
ants of our DTP technique: DTP ald Pn.. Table 3 lists our Fvalues obtained fok-
NN and Rocchio with the evaluated FS techniques at diffepentent of terms (the
vocabulary size in the training set is 14,272).

Table 3. Microaveragedr; values fork-NN and Rocchio on test sets

k-NN Rocchio

Percent DF IG CHlyx DTP DTRwx DF  IG  CHlnax DTP DTPna
of terms

1 .627 716 720 676 .667 611 .723 712 681 .668
3 697 769 758 759 756 .701 .756 .749 742 739
5 .754 780 779 760 .786 .750 .767 .760 .774 .780
10 .782 806 803 .791 .797 775 .783 .787 .807 .788
15 .802 .811 .801 .807 .799 782 .801 .793 811 .791
20 .807 .811 .804 .811 .804 .799 .806 .806 .820 .803
25 .804 824 813 815 .806 .799 .806 .811 .815 .804
50 .809 813 .803 .814 .806 .807 .807 .815 .829 811

As seen in table 3, on botkkNN and Rocchio tests DTP is superior to DF, and
comparable to IG an@HIn.cup to percents of terms around 5% and 3% respectively,
but becomes superior for percents higher than those. Thessdts, obtained under
both DTP variants show that an unsupervised policy perfdoetter than its super-
vised counterpart.

Results published in [12] showed that common terms are dftemmmative, and
viceversa. Our results under DTP do not contradict thisdioly the terms that have an
extremely low or high frequency are removed, while the tewits mediumfrequency
score highest and are preserved. Another interestingtnssiiiat DTP unsupervised,
while not using category information from the training d&s a performance similar
to supervised IG and CHI. In addition to that DTP is much easi€eompute than IG
and CHI.



6 Conclusions

In this paper we have presented a novel term selection méthrotiC: distance to
transition point(DTP), which is based on the proximity to the frequency tipitsthe
terms of a text as low and high frequency ternas, thetransition point(TP).

Experiments performed on Spanish texts with two classifleiNN and Rocchio)
showed that feature selection by DTP achieves superiooimeaince tadocument fre-
guency and comparable performanceitdormation gainand chi-statistic three well
known and effective techniques. Remarkably, DTP is a sinaplg easy to compute
method.

The degree of enhancement from our method in TC and its eektiip to other
methods in the literature is the subject of fuiukestigations by the authors.
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