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Prool  The proof is indirect. We will assume that v,,v,,.. ., v,, are linearly dependent
and show that this assumption leads to a contradiction.

It vy, v,,..., v, are linearly dependent, then one of these vectors must be express-
ible as a linear combination of the previous ones. Let Vi) be the first of the vectors v,
that can be so expressed. In other words, v,, v, . . . , v, are linearly independent, but

there are scalars ¢, ¢,, . . ., ¢, such that
Vit1 = V) + oV, + - + vy

(1)

Multiplying both sides of equation (1) by 4 from the left and using the fact that Av, =
A, for each 7, we have

ActiVisy = AViyy = Algyy + gvy + - + V)

= qAv, + gAv, + - + gAv, (2)
= qAvy + gAYV, 4o+ AWy
Now we multiply both sides of equation (1) by A, , to get
At Vit = G Vi + 0 vy + -+ gy vy (3)
When we subtract equation (3) from equation (2), we obtain
0 = (A — Ay + oA — M)V, + oo + Ak = Aei) vy
The linear independence of v, v,, .. ., v, implies that
A — Aesr) = oAy — Aest) == oA — Aay) = 0
Since the eigenvalues A; are all distinct, the terms in parentheses (A, — y —

1=1,...,k areall nonzero. Hence, ¢, = ¢, = --- = ¢, = 0. This implies that
Viei =V Tt oV, o+t v =0v, + 0vy, + - 4+ Ov, = 0

which is impossible, since the eigenvector v, , cannot be zero. Thus, we have a con-
tradiction, which means that our assumption thatv,, v,, . .., v, are linearly dependent
is false. It follows that v, v,,..., v must be linearly independent.

—
) l\Exerclses 4.3 _
In Exercises 1-12, compute (a) the characteristic polynomial T @ 1 R R
of A, (b) the eigenvalues of A, (c) a basis for each eigenspace 7 A — 2 3 2 8. A= 0 5 0
of A, and (d) the algebraic and geometric multiplicity of each — -1 0 2 o 1
eigenvalue. g - - L3
- 3:l | 31 0 0 (2 1 1 0
1. A = 2. A
-1 1 0 0 1 4 5
.72 6 T E e 9. A = 0 1A= 0 0
i 10 e 1 O 4 0
3.A=(0 -2 1 4. A=]0 1 1 L 0 0 1 1__ 0 0 0 2
|0 0 3] B 1 0 O 0
E i A ] 0 1 0 0
[ 2 o 1 0 2 i1, 4 =
5A=|—-1 -1 1| 6.A=|3 -1 3 — 113 0
L0 1 1 2 0 1. -2 1 2 -1_
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4 0 1 0
0 4
12. A = Lo
— 0 0 I 2
0 0 3 0_

13. Prove Theorem 4.18(b).
14. Prove Theorem 4.18(c). [ Hint: Combine the proofs of

parts (a) and (b) and see the fourth Remark following
Theorem 3.9 (p. 167).]

In Exercises 15 and 16, A is a 2X2 matrix with eigenvec-

] 1 . :
torsv, = [ 4 ] and v, = [ 1] corresponding to eigenvalues

5
A, = sand A, = 2, respectively, and x =
15. Find A'%.
16. Find A*x. What happens as k becomeslarge (i.e.,
k— oo)?

In Exercises 17 and 18, A is a 3X 3 matrix with eigenvectors

ki (1]
v, =|0|,v,=|1|,andvy, = | 1 | corresponding to eigen-
L 0 0 L.
values A\, = —3, A, = 3, and A; = 1, respectively, and
S
x=]1/
.2 ]

17. Find A" x.

18. Find A*x. What happens as k becomes large (i.e.,
k— o0)?
19. (a) Show that, for any square matrix A, A" and A have
- the same characteristic polynomial and hence the
same eigenvalues.
(b) Give an example of a 2)X2 matrix A for which A"
and A have different eigenspaces.

20, Let A be a nilpotent matrix (that is, A" = O for some
s > 1). Show that A = 0 is the only eigenvalue of A.

21. Let Abeanidempotent matrix (thatis, A° = A). Show that
~ A=0and A = 1are the only possible eigenvalues of A.

22. If v is an eigenvector of A with corrcsponding eigen
value A and c is a scalar, show that v 1san eigenvector
of A — ¢l with corresponding eigenvalue A — c.

23. (a) Find the eigenvalues and eigenspaces of

{ ]
A
5 O

(b) Using Theorem 4.18 and Exercise 22, find the eigen-
values and eigenspaces of A™, A — 2L,and A + 2.

24. Let A and B be nXn matrices with eigenvalues A and
[, respectively.

(a) Give an example to show that A + w need not be
an eigenvalue of A + B.

(b) Give an example to show that Ap need not be an
eigenvalue of AB.

(¢) Suppose A and p correspond to the same eigenvec-
tor x. Show that, in this case, A + u is an eigen-
value of A + Band Au is an eigenvalue of AB.

25. If A and B are two row equivalent matrices, do they
necessarily have the same eigenvalues? Either prove
that they do or give a counterexample.

Let p(x) be the polynomial
px) ="+ a, X"+t ax+ g

“The companion matrix of p(x) is the nXn matrix

(—a, ., —a,,  —a —a)
1 0 0 0
Clp)=| 0 1 6 g : (4)
0 0 0 0
0 0 1 0

26. Find the companion matrix of p(x) = x* —7x + 12 and
then find the characteristic polynomial of C( p).

27. Find the companion matrix of p(x) = X+ 3x% —
4x + 12 and then find the characteristic polynormal
of C(p).

28. (a) Show that the companion matrix C( p} of p(x) =
x* + ax + b has characteristic polynomial
A+ al + b
(b) Show that if A is an eigenvalue of the companion

matrix C( p) in part (a), then J is an eigenvector

of C( p) corresponding to A.

29. (a) Show that the companion matrix C( p) of p(x) =
x> + ax* + bx + chas characteristic polynomial
— (A% + aA? + bA + ©).
(b) Show thatif A isan eigenvalue of the companion
2
matrix C( p) in part (a), then | A
|1

is an eigenvector

of C( p) corresponding to A.
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TEHGI‘BiSBS 4.4

Solving for A, we have A = PDP™', which makes it easy to find powers of A. We

compute

A% = (PDP ") (PDP') = PD(P"'P)DP! = PDIDP™' = PD’P™"

and, generally, A” = PD"P! for all n = 1. (You should verify this by induction.
Observe that this fact will be true for any diagonalizable matrix, not just the one in

this example.)

Since
—1 0}" =11* ©
o[-
, 0 2 0 2"
we have
(1 1[(=1)" o]l 1 1]
A"=PD'P = =) ]
-1 211 O 2 L=l 2
_[ v o[z -3
-1 2]l o 2l 3
2(_1)1»1 1 2n (_l)n-!-l +- 2:: =
~ 3 3
- 2(_1)!14‘1 4 2?T+l (_1)?!+2 +2H+l
N 3 5 l

Since we were only asked for A, this is more than we needed. But now we can simply

set n = 10 to find

_2(_1)10 A 2]0 (_1)]1 o 210_
0 3 3  [342 341
B 3 3 i

-l

Y

In Exercises 1-4, show that A and B are not similar matrices.

1. A=

2. A

3.4

4. A

I

1 0]

0 1

| 2

_[_4
1

=] -1
2

,B=
o i

In Exercises 5-7, a diagonalization of the matrix A is given

in the form P~'AP = D. List the eigenvalues of A and bases
for the corresponding eigenspaces.

g 2 —1][5
-1 1]l2
0 2 2 @l
0 6.3 -3 3|0
4 L':l’; ']5 —%—-1
1 1] 2 0 0]
1 0 0 0 O
0 1. 0 0 -1

B

M3 1 0

15 s

—_— O

1
1111 —1 1
0
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In Exercises 8-15, determine whether A is diagonalizable
and, if so, find an invertible matrix P and a diagonal

1
8
1
4
5
8
6 0
0 =2
0 0

A b b i U0 [

o O

O | OO e

|
|

W N

w o W

—_ b W

matrix D such that P"'AP = D.

5
8. A=
L
3
10.A=10
0
]
12.A= 1|2
E
[ 2
0
14. A =
0
0

In Exercises 16-23, use the method of Example 4.29 to

;

[

O o W O N OO W

0
1
3
.
1
L
Doz
2 1
3 0
g
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1 k0 11 k
28A=10 2 0 29 A=|1 1 k
0 0 1 11 k]
30. Prove Theorem 4.21(c).
31. Prove Theorem 4.22(b).
32. Prove Theorem 4.22(c¢).

33.
34.

Prove Theorem 4.22(e).

If A and B are invertible matrices, show that AB and
BA are similar.

compute the indicated power of the matrix.

16.

18.

20.

22,

(-4 6]
-3 5

1
1
|
0
1
0

In Exercises 24-29, find all (real) values of k for which A is

diagonalizable.
.

1
24.A={
0

{k
1 0]

k.

1

17.

19.

21.

25,

[ —1
1
0
1
1
0

1T
S N~ O

[ 4 35. Prove that if A and B are similar matrices, then
1 1 } tr(A) = tr(B). (Hint: Find a way to use Exercise 45
" from Section 3.2.)
1 0 1
0 1 1
1 1 0] —t In general, it is difficult to show that two matrices are simi-
C 1 2 1T lar. However, if two similar matrices are diagonalizable, the
1 o 1 task becomes easier. In Exercises 36-39, show that A and B
are simtlar by showing that they are similar to the same
- 11 0. N diagonal matrix. Then find an invertible matrix P such that
2.0 0 4 P~'AP=B.
0 2 0 0 E 1 El )
8 § -2 0 A= BT
A O R 5 -3 —1 ]
37. A = , B =
4 =2 —6 4
(2 1 4] (3 g -5
6110 3. A={0 -2 1|,B=[1 2 -1
0 & O 1 L 2 2 —4
3]" [T § 2] (-3 -2 0]
2 39.A=|1 -1 1|,B=| 6 5 0
1 1] 2 0 1 L& & =i
L 40. Prove that if Ais similar to B, then A”is similar to B”.
0 (_)__1{ 41. Prove that if A is diagonalizable, so is A”.
i i
42. Let A be an invertible matrix. Prove that if A is diago-
_2 2 . . —1
nalizable, sois A~ .
1 1

43. Prove that if A is a diagonalizable matrix with only one

25. A=

27. A =

OO e O e

b

J

R o I T
— O

eigenvalue A, then A is of the form A = AL (Such a
matrix 1s called a scalar matrix.)

44. Let A and B be nX n matrices, each with » distinct
eigenvalues. Prove that A and B have the same eigen-
vectors if and only if AB = BA.

45. Let Aand B be similar matrices. Prove that the alge-

braic multiplicities of the eigenvalues of A and B are
the same.
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